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A new modelling algorithm has been developed which
extracts a small–signal microwave equivalent cir–
cuit of an FET from measured S–parameters. The
combinations of properly selected circuit elements
with an S–parameter to be least–squares fitted gre–
atly improve the accuracy and consistency ofmodel–
ling, The absolute accuracy of determining elem-
ent values was estimated to be better than 3 %.

I. Introduction

There exista a number of ways to extract asma–

n-signal microwave equivalent circuit of an FET

from measured data [l] -[2], among which most com–
monly used is a least-squares fitting of measured

S–parameters to those ofanFET equivalent circuit.

A conventional modelling routine, which tries to
fit all the S-parameters simultaneously ina least-

squares sense usinga single error function, usual-
ly neglects the difference in standard deviations

of errors in individual measured S-parameters. It

also tends to suffer froma so–called local minimum

problem due to poor sensitivity of the error func–

tion to some circuit elements.

The new modelling algorithm, proposed in this

paper, eliminates both problems by separate use of

four S–parameters to each of which only a selected
group of circuit elements is optimized to make a

least–squares fitting of a model.

II. Description of the New Modelling Algorithm

An FET model is extracted by a least-squares

fitting of measured S–parameters to those calcul–

ated from an FET equivalent circuit such as shown
in Fig. 1. An iterative method is employed to

solve a set of nonlinear equations which describes

the calculated S-parameters. In each iteration

cycle the equations are linearized around estim–

ated values of the circuit elements. Each itera---

tion cycle of the new modelling routine is divided
into eight consecutive optimization steps in each

of which only a group of selected elements in the
FET equivalent circuit is optimized to fit a spe–

cific S–parameter over a specific frequency range.

This routine, thus, involves eight error functions
to be minimized, as opposed to asingle error func-

tion in the conventional routine. This partition-

ing improves the accuracy ofmodelling significant–
ly as will be discussed in the next section. Table

1 summarizes the combinations of selected elements
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Fig. 1: An FET equivalent circuit

optimized with an S–parameter and a frequency range
fitted in each step. A frequency range of measure-

ment is typically from 1.5 GHz to 26.5 GHz. In th(~

first step of an iteration cycle onlY Rds and Cds

are optimized to fit S22 Of the FET model to the
measured S22 over the entire frequency rangeof mea-

surement. The other elements are fixed in valueto

those obtained in their last optimization cycle.

In the second step only C
&

is optimized to fit the

calculated S1l to the mea ured SII in the entire

frequency range and the subsequent optimization

steps follow as shown in the table. The order of

the eight steps is important to enhance the nume-

rical stability and the rate of convergence of the

modelling algorithm [3][4]. An entire modelling
routine requires iteration of this eight-step

optimization cycle.

Table 1: Eight steps in an iteration cycle

of the new modelling routine

[

Stef

1

2

3

4

5

6

7

8

Elements $---e;meter Freq. Range
optimized

‘ds’ Cds ’22
all

Cgs %1 all

Cdg, Rs S12 all

gm S21 all

Rd> Ld S22 upper half band

Rg, Ri, Lg S1l ?1

Ls ’12 II

v S21 11
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III . Theoretical Background

When the S–parameters of an FET are measuredti

N discrete frequency points, we have n (= 4N) mea-

sured data to be fitted to the S–parameters calcul-

ated from an FET equivalent circuit which contains

q circuit elements.

A least–squares fitting procedure associated

with an error function can be then generally desc–

ribed by the following normal equation which is
linearized around estimated values of the circuit

elements in each iteration cycle of an optimization
routine [3].

A*T(IU - fix) . 0

.herem=[mi]=[fi]
6,

‘1A.[.ij]=[&=o ]
x = [ Xj ] = [Kg~, ACd9, ...

and si=s. 16,
i

(1)

[
for i=l, ... n’< n

J-1, . ..q’$ q

Agm,. ., AT]T

m is a column vector, each element of which repre–

sents a normalized difference of an S-parameter

measured at a frequency, S“ , from the one calcul–

ated, S*, for the estimate! values of the circuit

elements. 6i, being usually unknown or difficult

to estimate, is a standard deviation of measurement

error in Sjf. x designates a column vector ofelem–

ent–value correction required from the estimated
values. An element, aij, of an n’ xq’ matrix, ~,

represents the sensitivity of a normalized S–para–

meter, Si, to an element correction, x . . The error

function is thus described astie2-normJof a vector,
(M - Ax). An asterisk >: denotes a complex conjugate,

a superscript T indicating a transposed matrix.
The notation n’<nis used to emphasize the fact
that all the measured data 1s not necessarily used

in constructing a normal equation. The q’< qmeans
that in. general not all the elements are optimized
simultaneously using a single normal equation.

The variance, 6xj2, of the optimized value ofs
circuit element, caused by the variance, 6i’ , of
measured data, can be estimated by expressing xjas
a linear combination of mi’s in Eq. (1) [5].

ax’= [ dx1’,...,ax,’,6 xq!61T!’lT

=~[lBlll,...,lBJJl, . . ..lmq.q,[ IT (2)

where B-A*TA - [blJ] = [~~.~ ]

J

lB]i6 adeterminant oflBand iB. . represents a (q’-l)

x (q’-l) matrix obtained by #leting the j-th row
and the J-th column of IO. The highest accuracy of

determining x is achieved when dx~,is minimizedby
reducing the d egree Of the singularity of matrix B
and by making b. dominant among all the bij’s.

J/ if more than one element aresim–
This implies tha
ultaneously optim~zed using a single normal equa–
tion, a matrix B should be as close as possible to
a diagonal matrix with all the diagonal elementsof
comparable magn~tude. This scheme also helps re–

duce errors generated in numerical calculations due

to rounding–off or truncation [3]. The simultaneous

optimization of minor circuit elements with major

elements, as is done in the conventional optimi–

zation routine, significantly deteriorates themod–

elling accuracy by increasing the relative magni–

tude of llBjjltolB1.

The new optimization algorithm, proposed inthe
previous section, minimizes the variance, 6X.2, by

d“optimizing a group of properly selected circ It

elements to fit an S–parameter most sensitive to
them. The separate use of four S-parameters also

avoids ambiguity in estimating the variances of
measured data, which otherwise should be taken into

consideration in Eq. (l). The combinations listed
in Table 1 were chosen as a result of intensive ex–

perimental investigation of S–parameter sensitivity

performed on practical FETs, since an analytical

approach seemed impractical,

IV. Experiments

The new modelling algorithm has been implement-

ed in a software using the Super–Compact gradient

optimizer.

1) Modelllng Accuracy
The absolute accuracy of the new algorithm was

estimated by performing an optimization on ficti–

tious measured data. The data was generated for a

frequency range of 1.5 GHz to 25 GHz by calculating

S–parameters from an FET equivalent circuit which

simulates a 0.5x300 urn MMIC FET. Optimization

using the new modelling routine was performed on

this fictitious measured data, the results of which

should converge to the original FET equivalent

circuit.

Table 2 summarizes the results, where the results

obtained from the conventional modelling routine

are also listed for comparison. Both optimization

routines were started from the same set of initial

element values all of which were at least two times

as great as the true values. Both optimization

were terminated by the Super–Compact optimizer with

“gradientt ermination”, which means the gradients

of an error function with respect to element values

are less than a predetermined value.

It is clearly seen that the new modelling method

provides better accuracy than the conventional

method. The modelling error was less than 3 % for

all the element values except for Rd and Ld which

are the least influential to the FET characteris–

Table 2: Accuracy comparison of the new routine

with the conventional routine

lError(%~ obtained

gm (MS) -9.3

~ (Ps) -0.6

cg~( PF) -7.8

cds (PF) -4.5
Cdg (PF) +5.6

Rg (ohms) -37.1

R~ (ohms) -21.7

Rd (ohms) -1.8

Rd~(ohms J +12. L

Lg (pH) +12.4

Ld (PH) +68.0

L< (PH) +53.3

4>.4

2.98
.234
.0766
.0264
2.517
3.13
2.95
281.
67.7
42.0
23.0

I

rue Valu(

>0.
3.0
.25
.08
.025
4.0
4.0
3.0
250.
60.0
25.0
15.0

New Routine

alue Modeling

btained Error(%)

49.5 -0.94
3.02 +0.5
.250 -0.1
.078 -1.4
.0250 0
f$.03 +0.6
3.94 -1.4
2.49 –17.0
251. +0.5
60.0 -0.1
28.8 +15.0
15.5 +3.0
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Fig. 2: Modelling error in (a) calculated
stability factor, k, and in (b) cal–

culated maximum available gain (when

k > 1) or maximum stable gain.

The modeled FET is the fictitious
device shown in Table 2.

(a)

(b)

tics. Fig. 2shows the modelling error in a stab-

ility factor, k, and in a maximum available gain,

‘Amax” Amaximum stable gain instead of GAmax was

calculated in the figures when k<l. The new rou-

tine generated only less than 0.5% error in k and

less than 0.02 dB error in GAmax, as opposed to 5%

and 0.3 dB errors by the conventional routine.

2) Application to Practical 0.5 urn-gate MESFETS
The new modelling routine was applied to the

modelling of three 0.5 urn GaAs MMIC FETs fabricated

in the Microwave Technology Division. They are two

10-finger 600 urn FETs and one 14-finger 1200 umFET.

i) Measurement of S-parameters

The S-parameters of the first 600 urn FET and

the 1200 urn FET were measured at frequencies from

1.5 GHz to 25 GHz using an on–wafer probing tech-

nique with a Cascade Model 42 probe station con–

netted to an HP8510/8515 network analyzer system.

A full 2–port error correction was performed at
the probe tip terminals using Cascade–provided
impedance standards.

The S-parameters of the other 600 urn FET were

measured onan HP8510 system using an in-house cop–

lanar test fixture at frequencies from 1.0 GHz to

18 GHz. The device was mounted on a saphire-sub-

strate chip carrier with coplanar transmission

lines and was bonded using mesh wires. The car–

rler was then dropped into the fixture. A full 2–

port error correction was performed at terminals

inside the fixture using coplanar impedance stand–

ards.

ii) FET Modelling
Table 3 summarizes the results of modelling

performed on the 1200 urn FET. The modelling was

accomplished with and without Ri optimized. In

each case two completely different sets of initial

element values were tested to examine the modelling

consistency. The table also lists the results ob-

tained by the conventional modelling routine for

comparison. Superior consistency of the new rout-

ine is clearly seen In the table. The modelling

without Ri opt~mized exhibits further improved
consistency. This is because of substantial elec–

trical equivalence of R, to RO, which tends to ir-

crease the degree
.

Table 3: Comparison of modelling consistency performed

on a 1200 urn 0.5 um–ga;e GaAs FET

IVl=Setlof initial values, IV2=Set 2 of initial values

Conventional Routne New Routine

Element with RI w~thout RI

Ivl IV2 Inconsist- IV1 IV2 Inconsist- IV1 IV2 Inconsist-

ency (%) ency (%) ency (%)

gm (mS) 143. 139. 3.2 142. 139. 2.0 If!l. 140. 0.7

‘r (Ps) 2.77 2.8k 2.55 2.66 4.2 2.61 2.64

c
1.0

(PF) 1.06 1.01 ::; 1.04 1.04 0 1.05 1.05 0

c~~ (PF) .218 .212 2.8 .214 .206 3.8 .211 .207
F) .0854 .0881

~dg(~~ms ) .398
3.1 .0864 .0868 0.5 .0855 .0860 ;::

.866 1.57 58.0 1.65 1.72 17.0 1.80
R; (ohms ;

1.82 0.7
.024 117. .486 .100 130. ---- ---- ----

(R +Ri )(1.26) (1.59) 23.0 (1.94) (1.82) 6.1 ---- ---- ----
Rsg(ohms ) 1.25 1.21 3.7 1.22 1.24 2.0 1.30 1.28 1.8

Rd (ohms ) 1.06 .862 20.3 1.06 .548 63.0 .762 .55 32.0

Rd=(ohms ; 6L.5 65.b l.h 66.8 67.7

Lg (PH)

1.3 66.7 67.2 0.6

6.98 13.0 60.5 9.91 9.85 0.6

Ld (PH)

10.1

7.89 0.62

9.85 2.7

170.8 13.7 16.2 16.9 14.7 15.8 6.9

L~ (Pti) 7.18 8.59 - 17.9 7.87 8.50 7.7 8.29 8.43 1.7

of singularity of the associated
normal equation if both are tried

to optimize simultaneously. The

superior consistency of the new

routine is also demonstrated in
Fig.3, where GAmax predicted from

the model is compared with the one

calculated directly from the meas–

ured S-parameters. Similar resu.Lts

were obtained for the Cascade-

probed 600 urn FET, which are sum-

marized in Table 4and Fig. 4. For
both FETs the new modelling rout-
ine achieved better than 10 %con-
sistency for almost all the elem–

ent values.

Table 5 shows the results clf

modelling performed on the other

600 urn FET measured in the cop-

lanar test fixture at three diff-
erent drain voltages.
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As was expected, almost invariant values of Lg, L~

and Ld were observed while the values of gm, Cgs
and T? changed with drain voltage.

Device! F14x86(5.05-6--7 )f~rn\
MBE-660 40 I

v. Conclusion

A new modelling algorithm has been developed

which generates an accurate and consistent micro-

wave FET model from measured S-parameters. The

combinations of properly selected circuit elements

with an appropriate S-parameter to be fitted great–

ly improves modelling accuracy. The separate use

of the four S-parameters avoids ambiguity in est-

imating the variance of measurement errors in ind–

ividual S–parameters.

An FET modelling performed on a fictitious

measured data indicated better than 3Z accuracy

in determining the value of all the major elements

in an FET equivalent circuit. The application of

the new modelling routine to practical MMIC FETs

demonstrated the modelling consistency of better

than 10%.

--. .----=... . .. ....%--,.-*.

New routine

-If {W, 1-S set of initial values
IV2. 2-rid set of initial values

I I i
o 5 10 15 20 25

FREQUENCY (GHz)

Fig. 3: Modelling errors in calculated max–

imum available gain (when k > 1) or

maximum stable gain.

Device: 1200um MMIC 0.5um-gate GaAs FET

I I 1 t ,

Device F1OX6O(5O5-5--5) {~,

MBE-660
“4

j“+ \
o New opt. routine without ri
s New opt. routine with ri

/;+,

. Conventional opt. routine j:~
jj:

.1
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Table 5
IVl=Set lof initial values, IV2=Set 2 of initial values FET model of a 600 urn FET biased

Lt three different drain voltages
Device SR269-35A#7.04,VG=-0.7V)

Ic onventional Routine New Routine

without R,Element

t--
IV1 IV2

with R.

2V ‘rain Ytage ‘%

65.9 62.7 58.9
2.62 3.18 3.75
.432 .466 .493
.140 .142 .143
.0785 .0719 .0695
1.28 1.f45 1.71
1.56 1.83 2.02
.463 .&62 .260
86.1 115. 140.
171. 170. 169.
139. 135. 1fb3.
19.9 19.8 19.7

.
:nconsist.
mcy (%)

0.9

1.6
1.4
0
1.7

12.2
85.0
(4.9)
5.7

15.7

::;
9.2
1.6

1

IV1 IV2 I Inconsist[nconsist

:ncy (%)

1.44

12.7
5.0
6.0
3.6

27.4
84.0
(7.4)

2.0
50.0

5.5
92.7

117.0
27.0

IVI IV2
ency (.%)

gm (MS)
‘C (pa)

Cgs (pF)

Cds (PF)

Cdg (PF)
R (ohms)

R: (ohms)

Rd (ohms)

Rds(ohms)

Lg (pIi)

Ld (PH)

Ls (Pti)

gm (MS) 100. 98.9

: (ps) 1.90 1.67
(PF) .631 .600

C% (PF) ;;:;2 all::
Cdg (PF)
Rg (ohms) 2.35 1.78

Ri (ohms) .263 .641

(R + Ri) (2.61) (:.:)

Rsg( ohms) 3.00
Rd (ohms) 1.88 3:13
Rda(ohms) 111. 105.

Lg (PH) 10.9 29.7

Ld (PH) 14.3 3.72

L= (PH) .81 1.06

88.7 87.9 88.8 87.8 i 1.2

:5:$ 1.88
.552

o“
0.8

.105 .105

.0524 .0533
2.30 2.04
.268 .664
2.57)(2.70)
2.40 2.27
1.35 1.58
119. 121.

.105 .104

.0525 .052
2.48 2.48
---- ____

2.48) (2.48
2.44 2.40
1.18 1.18
120. 121.
28.8 29.2
11.8 12.9
7.28 7.61

0.8

0.4
0

----

(0)
1.4
0
0.9
1.3
8.9
4.4

29.3 29.2

11.2 10.2

5.86 6.97
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